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†Mitsubishi Electric R&D Centre Europe, Rennes, France
Email: {victor.exposito,sheng.yang}@centralesupelec.fr, {v.exposito,n.gresset}@fr.merce.mee.com

Abstract—We consider the multicast channel (MC), in which a
transmitter broadcasts only a common message to two receivers.
In our previous work, we have derived information-theoretic
upper and lower bounds and showed that the two-round receiver
cooperation (2RC) scheme, in which the receivers interactively
perform compress-forward and then decode-forward, improves
the MC achievable rate over different schemes from the lit-
erature, in the general case of full-duplex bi-directional non-
orthogonal cooperation links. In this paper, we concentrate on
the orthogonal cooperation to identify the properties of this
interactive cooperation. We show that the full duplexing between
the cooperation links is not essential to take advantage of most
of the gain offered by the 2RC full-duplex scheme, while the
full duplexing between the MC and the cooperation links brings
most of the gain.

I. INTRODUCTION

The increase of multimedia content delivery in wireless
communication systems is leading, among many, to a spectrum
crunch or interference intensification. In traditional broadcast-
ing systems the same content is intended to a group of users.
Multilayer strategies can be used so that the transmission
rate is not limited by the weakest user in terms of channel
quality. However, if all users wish to obtain the same content
quality, the weakest user would set the rate and thus impact the
whole group. With the recent study of device-to-device (D2D)
mechanisms in standards, user cooperation in close proximity
becomes possible and would benefit all the users. While the
full-duplex is an interesting way to improve the capacity of
the system, in state-of-the-art hardware it remains challenging.

In this work, we investigate the broadcast channel (BC) with
one transmitter sending a common message to two receivers,
also called a multicast channel (MC) in this case. The receivers
can cooperate through a cooperation link. Since the receivers
also transmit signals through the cooperation link, our channel
is a mixture of the MC and the relay channel (RC). BCs
were introduced in [1]. The capacity of BCs remains unknown
except for special cases such as the stochastically degraded
BC [2] for which superposition coding is optimal. The largest
achievable rate-region known to date for the general case
is based on binning [3]. RCs were introduced in [4]. The
fundamental relaying strategies called compress-forward (CF)
and decode-forward (DF) were proposed in [5]. Relaying
strategies based on CF and DF were proposed for larger
networks [6]–[10]. The capacity of the BC with cooperation

is unknown in general, except for special cases such as the
physically degraded main channel.

The setup of the current work has been partially stud-
ied in [11], referred to as BCs with cooperative decoders,
and in [12], [13], referred to as relay BCs. A BC with
orthogonal cooperation links was considered in [11]. In [12],
[13], although the cooperation links are not restricted to be
orthogonal, the authors assumed that either the main channel
is degraded or the cooperation link is uni-directional. It is
worth noting that achievable rate regions of both common
and private messages were provided in [11]–[13]. In [14],
the authors extended the results of [11]–[13] for the general
MC with receiver cooperation over full-duplex bi-directional
non-orthogonal cooperation links, and presented a two-round
interactive receiver cooperation (2RC) scheme for which they
characterized the benefit of a cooperation using both CF
and DF in terms of achievable multicast rate through an
information-theoretic analysis. The 2RC scheme is based on
block Markov superposition coding - as [7]–[9], but contrary
to [11]–[13] - to provide the general result where the two
receivers are allowed to cooperate with each other over full-
duplex bi-directional non-orthogonal cooperation links, and
uses short messages - as [9], but contrary to [7], [8], [11]–[13]
- to permit the use of DF. While a study of the non-orthogonal
case would lead to a more general result, the non-linearity
of the bounds in this latter case would not be didactic and
in some cases would not lead to a closed-form expression.
Thus, in order to identify the properties of this interactive
cooperation which enhances the achievable rate of the MC
with receiver cooperation, we break down the scheme into
orthogonal cases. The comparison of those cases helps us
understand the behavior of the system and underline rules on
how such an interactive cooperation should be apprehended.

The remainder of the paper is organized as follows. Sec. II
introduces the system model, as well as the orthogonal case
and the Single-Input Single-Output (SISO) Gaussian MC
case. We briefly recall the performances of the 2RC scheme
compared to other non-interactive schemes. Sec. III presents
the analytical study of the 2RC scheme in the cases of
1) full-duplex cooperation, 2) resource-sharing cooperation,
and 3) half-duplex cooperation. Numerical results are provided
in Sec. IV for the SISO Gaussian MC counterpart of all those
cases to better understand the role this interactive cooperation
plays in this system.



II. SYSTEM MODEL

We consider a simple multicast network where one trans-
mitter sends the same information to two receivers through
the main channel. The two receivers can cooperate with
each other in full-duplex, i.e., they can transmit and receive
simultaneously, through a bi-directional non-orthogonal co-
operation link. This setup includes, 1) the cooperation links
orthogonal to the main channel, orthogonal links being either
physically separated medium, e.g., using different transmission
technologies over different resources, or created with artificial
orthogonalization, e.g., in time or frequency and, 2) the half-
duplex mode if the receivers transmit and receive at a different
time. To derive upper and lower bounds on the achievable
rate, we resort to information theory. The current channel
belongs to a class of stationary memoryless channels shown
in Fig. 2, (X ×X1×X2, p(y1, y2|x, x1, x2),Y1×Y2), defined
as p(yn1 , y

n
2 |xn, xn1 , xn2 ) =

∏n
i=1 p(y1i, y2i|xi, x1i, x2i) where

xn ∈ Xn, xn1 ∈ Xn1 , and xn2 ∈ Xn2 are the sequences of
transmitted signals from the transmitter, receiver 1 and 2,
respectively, and yn1 ∈ Yn1 and yn2 ∈ Yn2 are the sequences
of received signals at the receivers 1 and 2, respectively.
The probability distribution of the channel is known at every
node (perfect channel state information (CSI) at the transmitter
and receivers) by assumption. The common message M is
assumed to be uniformly distributed in M , [1 : 2nR]
where R is the number of bits per channel use. An encoder
at the transmitter side is a map f

(n)
i from the message M

to the sequence of input symbols xn, an encoder at the
receiver k, k = 1, 2, is a sequence of maps {f (n)k,i }i from the
past received symbols yi−1k to the transmitted symbol xk,i. A
decoder at the receiver k is a map {g(n)k,i }i from the received
sequence ynk to M̂ (k) ∈M. The probability of error is defined
as P (n)

e , Pr(M 6= M̂ ′ or M 6= M̂ ′′). Finally, a rate R
is achievable if there exist a sequence of encoders/decoders(
f
(n)
i , {f (n)1,i }i, {f

(n)
2,i }i, {g

(n)
1,i }i, {g

(n)
2,i }i

)
such that P (n)

e → 0

when n→∞.
In a previous work [14], we have shown that the 2RC

scheme outperforms 1) the non-interactive CF scheme which
turned out to achieve the same rate as the the noisy network
coding (NNC) scheme [7], [8], and the short message noisy
network coding (SNNC) scheme [9] (since the achievable rate
of the SNNC with backward decoding or sliding window
decoding is equal to the one of the NNC with joint decoding),
and 2) the non-interactive DF scheme which turned out to
achieve the same rate as the SNNC with a DF option (SNNC-
DF) scheme [9] when forced to use the DF option to ensure
the multicasting property. We sum up this previous work in
Fig. 1, where we represent the cutset upper bound and the
four lower bounds presented in the aforementioned paper -
which are the 2RC, the non-interactive CF and DF schemes,
and the “no cooperation” scheme - and compare them in the
non-orthogonal case. Proofs are omitted and the readers are
referred to [7]–[9], [14]–[16] for details. Fig. 1 represents,
for a rate R that is expected to be achieved and a fixed
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Fig. 1: Comparison of the upper and lower bounds on the
values of the main channel gains for the Gaussian MC with
receiver cooperation supporting a given rate R = 2 bit/s/Hz
for a cooperation of (SNR12 = 2,SNR21 = 5). In order to
distinguish well the curves the SNRs are linear and not in dB.

given level of cooperation (SNR12,SNR21), all the values
of the main channel gains (SNR1,SNR2) that allow the
receivers to be able to decode with the different schemes
presented above as well as the cutset upper bound. For a
given scheme, a couple (SNR1,SNR2) that gives a point
above the curve means that it is possible to achieve a rate R
for those (SNR1,SNR2,SNR12,SNR21). A curve reaching
the abscissa axis (resp., ordinate axis) means that receiver
2 (resp., 1) does not even need to receive information from its
main channel, and that it will be able to retrieve the message
only through the side information sent by the other receiver.
It is clear from Fig. 1 that the 2RC scheme outperforms the
non-interactive CF and DF schemes. The area between the
2RC bound and the minimum of the non-interactive CF and
DF bounds represent all the main channel gains that support a
reliable transmission only for the 2RC scheme. It shows that
the 2RC scheme surpasses a simple selection scheme between
the non-interactive CF and DF schemes.

Note that we obtain an orthogonal channel if, 1) we split
Yk = Ym

k × Yc
k, 2) we split Y1 = (Y m

1 , Y
c
1 ), Y2 = (Y m

2 , Y
c
2 )

with Y m
k ∈ Ym

k , Y
c
k ∈ Yc

k, k = 1, 2, and 3) we have

p(y1, y2|x, x1, x2) = p(ym
1 , y

m
2 |x)p(yc

1|x2)p(yc
2|x1), (1)

i.e., the received signals from the main channel are inde-
pendent of the received signals from the cooperation links.
The information-theoretic bounds derived under those general
classes of channels can be specialized for any stationary mem-
oryless channels compliant to the corresponding requirements.
We decided to derive the bounds for the SISO Gaussian
MC (Gaussian inputs and noises) as a special case of the class
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Fig. 2: The MC with receiver cooperation.

of orthogonal stationary memoryless channels. The received
signals at an instant i are written as

ym
1 [i] = h1x[i] + z1[i] and ym

2 [i] = h2x[i] + z2[i] (2)

where the transmitted signals are subject to the average power
constraint

∑n
i=1 |x[i]|2 ≤ nP , and the additive white Gaussian

noises (AWGN) zk[i] ∼ CN (0, σ2) are independent across
resources and receivers by assumption. The signal-to-noise
ratios of the main channel are SNRk = |hk|2 Pσ2 , k =
1, 2, and the orthogonal noiseless finite capacity of the
cooperation link from receiver l to receiver k is Clk ,
maxp(xl) I(Xl;Y

c
k ), k 6= l ∈ {1, 2}.

III. STUDY OF THE 2RC SCHEME

In this section, we study the 2RC scheme proposed in [14,
Prop. 1] in the cases of 1) full-duplex cooperation links,
2) resource-sharing cooperation links, and 3) half-duplex coop-
eration links. Since we restrict our study to the bi-directional
orthogonal cooperation links, we drop this identification in
the remainder of the paper. In a nutshell, the 2RC scheme
works as follows. In the first round, receiver k uses CF to
help receiver l decode, and the second round, receiver l uses
DF to help receiver k decode.

A. Full-duplex cooperation

From [14, Prop. 1], we obtain the following rate when the
cooperation links are orthogonal to the main channel as in (1).

Proposition 1 (Full-duplex cooperation). The 2RC scheme
achieves the following lower bound in a MC with full-duplex
cooperation

Rortho
2RC , max

k 6=l
max
Po

k↔l

min
{
I(X;Y m

k ) + Clk, I(X;Y m
l , Ŷk),

I(X;Y m
l )− I(Y m

k ; Ŷk|X,Y m
l ) + Ckl

}
, (3)

where Pok↔l is the set of distributions p(x)p(ŷk|ym
k ) with

|Ŷk| ≤ |Ym
k |+ 1.

Corollary 1 (Gaussian channel with full-duplex cooperation).
The 2RC scheme achieves the following lower bound expressed
explicitly from Prop. 1 in a Gaussian MC with full-duplex
cooperation

RGauss FD
2RC , max

k 6=l
min

{
log(1 + SNRk) + Clk,

log(1 + SNRl +
SNRk

1 + ∆∗k(Ckl)
)
}
, (4)

where ∆∗k(Ckl) ,
1+SNRl+SNRk

(1+SNRl)(2
Ckl−1) .

Proof. We apply the Gaussian MC as defined in (2) to (3). The
random variable Ŷk = Yk +Nk with Nk ∼ CN (0,∆k), k =
1, 2, represent the compression noise. Then, we set the second
and third terms on the right hand side of (3) to be equal in
their counterpart of Coro. 1 by tuning ∆k ≥ 0 since the second
term is a nonincreasing function of ∆k and the third term is
a nondecreasing function of ∆k that intersect only once. This
implies that the minimum of the two terms is maximized when
the two terms are equal for the optimal value ∆∗k(Ckl).

Note that in this case Ckl and Clk are free parameters
tunable for the cooperation links, and that there exist an
optimal ∆∗k(Ckl). Such a cooperation is suited for a network
in which the cooperation links between the receivers are fixed,
e.g., in practice each direction of cooperation between the
devices could have its own link of fixed capacity.

B. Resource-sharing cooperation

Those achievable bounds can be specialized to a resource-
sharing case between the cooperation links. Assume a re-
source (e.g., band) of normalized resource-sharing factor (e.g.,
bandwidth) 0 ≤ w ≤ 1 that parametrizes the capacity of
the cooperation links so that Clk = Cw, i.e., the link from
receiver l to k is used over a ratio w of the resource, and
Ckl = C(1 − w), i.e., the link from receiver k to l is used
over a ratio (1−w) of the resource. From Coro 1, we obtain
the following rate with resource-sharing cooperation.

Corollary 2 (Gaussian channel with resource-sharing cooper-
ation). The 2RC scheme achieves the following lower bound
expressed explicitly from Coro. 1 in a Gaussian MC with
resource-sharing cooperation

RGauss RS
2RC , max

k 6=l

{
log(1 + SNRk) + Cw∗

}
, (5)

where w∗ is given in (6).

Proof. We introduce the resource-sharing factor w in (4).
Then, we set the first and second terms on the right hand side
of (4) to be equal in their counterpart of Coro. 2 by tuning
0 ≤ w ≤ 1 and taking into account the different intersections
of the two terms as a function of w. This implies that the
minimum of the two terms is maximized for w∗.

Note that ∆∗k(C,w) is not present anymore in (5), but is
given for completeness as ∆∗k(C,w) , 1+SNRl+SNRk

(1+SNRl)(2C(1−w)−1) .
In this case C and w are free parameters tunable for the
cooperation links, and there exist an optimal ∆∗k(C,w) and
w∗. Such a cooperation is suited for a network in which
the cooperation links between the receivers can vary, e.g.,
in practice a link could exist between two devices, and the
capacity of this link at disposal could vary between the use of
the cooperation scheme.

C. Half-duplex cooperation

The 2RC scheme can be specialized to a half-duplex case
between the multicast and the cooperation links. Assume a
resource of normalized resource-sharing factors 0 ≤ v, w ≤ 1



w∗ =


0 if log(1 + SNRk) > log

(
1 + SNRl + SNRk

1+
1+SNRl+SNRk

(1+SNRl)(2
C−1)

)
1 if log(1 + SNRk) + C < log(1 + SNRl)

log

(√
(2C (1+SNRl)(1+SNRk))2+4(2C )(1+SNRl)(1+SNRk)(SNRk)(1+SNRl+SNRk)−2C (1+SNRl)(1+SNRk)

2SNRk(1+SNRk)

)
C otherwise.

(6)

that parametrizes the use of the multicast and of the capacity
of the cooperation links so that the multicast is used over a
ratio v of the resource, Clk,Q = CQ(1−v)w, i.e., the link from
receiver l to k is used over a ratio (1−v)w of the resource, and
Ckl,Q = CQ(1− v)(1−w), i.e., the link from receiver k to l
is used over a ratio (1−v)(1−w) of the resource. The bound
presented in [14, Prop. 1] can be improved as underlined in the
aforementioned paper by introducing a time-sharing random
variable [16] Q, bounded as |Q| ≤ 3. It can then be specialized
to the orthogonal case as defined in (1), by setting Clk,Q ,
maxp(xl|q) I(Xl;Y

c
k |Q), k 6= l ∈ {1, 2}, for this step.

Proposition 2 (Full-duplex cooperation with a time-sharing
random variable). The 2RC scheme achieves the following
lower bound in a MC with full-duplex cooperation and a time-
sharing random variable

Rortho TS
2RC ,

max
k 6=l

max
Po

k↔l(q)
min

{
I(X;Y m

k |Q) + Clk,Q, I(X;Y m
l , Ŷk|Q),

I(X;Y m
l |Q)− I(Y m

k ; Ŷk|X,Y m
l , Q) + Ckl,Q

}
, (7)

where Pok↔l(q) is the set of distributions
p(q)p(x|q)p(ŷk|ym

k , q) with |Ŷk| ≤ |Ym
k |+ 1 and |Q| ≤ 3.

We set p(x)p(ŷk|ym
k ) for Q = 0, p(xl) for Q = 1, and

p(xk) for Q = 2. For 0 ≤ v, w ≤ 1, the distribution of Q
is as follows, p(Q = 0) = v, p(Q = 1) = (1 − v)w, and
p(Q = 2) = (1− v)(1− w). Then, applying (2) on (7) gives

RGauss HD
2RC = max

0≤v,w≤1

min

{
v log(1 + SNRk) + CQ(1− v)w,

v log

(
1 + SNRl +

SNRk
1 + ∆k

)
,

v log(1 +SNRl) +CQ(1− v)(1−w)− v log

(
1 +

1

∆k

)}
.

(8)

The optimization of (8) is done in three steps, 1) on ∆k for
a fixed v, w giving

∆∗k(CQ, v, w) ,
1 + SNRl + SNRk

(1 + SNRl)
(

2CQ
(1−v)(1−w)

v − 1
) , (9)

2) on w for ∆∗k(CQ, v, w) and a fixed v giving w∗ in (10), and
3) on v for ∆∗k(CQ, v, w) and w∗. Note that v∗ is not obvious

in the general case because of the structure of w∗, but can be
computed numerically in simulations, and thus we obtain the
following lower bound.

Corollary 3 (Gaussian channel with half-duplex cooperation).
The proposed scheme achieves the following lower bound
expressed explicitly from Prop. 2 in a Gaussian MC with half-
duplex cooperation

RGauss HD
2RC , max

k 6=l
max
0≤v≤1

{
v log(1 + SNRk) + CQ(1− v)w∗

}
,

(11)

where w∗ is given in (10).

Note that ∆∗k(CQ, v, w) is not present anymore in (11). In
this case CQ, v and w are free parameters tunable for the
cooperation links, and there exist an optimal ∆∗k(CQ, v, w) and
w∗. Such a cooperation is suited for a network in which the
receivers cannot transmit and receive over the same resource,
and where the cooperation links between the receivers can
vary, e.g., in practice a link could exist between two devices
each equipped with only one interface for both the MC and the
cooperation (e.g., one antenna and a switch between cellular
network processing and local network processing), and the
capacity of this link at disposal could vary between the use of
the cooperation scheme.

IV. NUMERICAL RESULTS

We first focus on the SISO Gaussian MC as defined in (2),
and evaluate through numerical simulations the achievable rate
of the 2RC schemes given in Coro. 1, Coro. 2 and Coro. 3. In
order to provide a fair comparison the respective parameters
∆k, v and w are optimized for each bound. We study the
impact of the cooperation links on the throughput of the
channel. We set

C12 + C21

2
= C = CQ = Ccoop, (12)

meaning that the capacity of cooperation of the full-duplex
scheme is equal to twice the maximal capacity of cooperation
available to the resource-sharing and half-duplex schemes,
since the receivers can transmit and receive simultaneously
in full-duplex. Moreover, we assume for simplicity that the
capacity of the cooperation links is symmetric, i.e.,

C12 = C21. (13)

In Fig. 3, we fix the SNR of the main channel, and plot
the throughput in terms of spectral efficiency (bit/s/Hz) by



w∗ =



0 if v log(1 + SNRk) > v log

1 + SNRl + SNRk

1+
1+SNRl+SNRk

(1+SNRl)

2
CQ

(1−v)
v −1




1 if v log(1 + SNRk) + CQ(1− v) < v log(1 + SNRl)

log


√

(2
CQ

(1−v)
v (1+SNRl)(1+SNRk))2+4(2

CQ
(1−v)

v )(1+SNRl)(1+SNRk)(SNRk)(1+SNRl+SNRk)−2
CQ

(1−v)
v (1+SNRl)(1+SNRk)

2SNRk(1+SNRk)


CQ

(1−v)
v

otherwise.

(10)
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Fig. 3: Comparison of the bounds on the achievable rate for the Gaussian MC with receiver cooperation.

varying Ccoop from 0 bit/s/Hz to 20 bit/s/Hz. In Fig. 3a,
the main channel is symmetric with a SNR of 10 dB at each
receiver, while in Fig. 3b and Fig. 3c the main channel is
asymmetric. In all the configurations, the 2RC scheme and its
special cases outperform the “no cooperation” scheme. When
Ccoop → 0 the schemes tend to the “no cooperation” lower
bound while when Ccoop → ∞ the schemes tend to the the
broadcast bottleneck log(1 + SNR1 + SNR2). In Fig. 4, we
represent the factors of the 2RC resource-sharing and half-
duplex schemes corresponding to the setups of Fig. 3.

In Fig. 3b and Fig. 3c, the 2RC full-duplex and resource-
sharing bounds increase linearly with the capacity of cooper-
ation at low Ccoop, while it increases non-linearly in the sym-
metric case. This behavior of the 2RC full-duplex cooperation
scheme is due, as underlined in [14], to the fact that it achieves
the same rate that the non-interactive CF scheme in the SISO
case when the main channel is symmetric and the capacity of
the cooperation links is symmetric as in (13). In other words,
in Fig. 3a, since both receivers achieve the same performance
the DF operation does not bring any gain (when one receiver
can decode, the other one can also decode). In the asymmetric
case, since one receiver has more information than the other, it
uses DF toward the weakest receiver to increase the achievable
rate of the common message, until the weakest receiver is
not the one setting the rate anymore. This gives the linear
increase of the bound at low Ccoop, since the first term of (4)

is active. At high Ccoop, the second term of (4) is active. Then,
the bound increases non-linearly and tends to the broadcast
bottleneck due to the CF operation. This is the case since
both receivers virtually achieve the same performance as a
result of the DF cooperation which can be fully performed for
this range of Ccoop. As for the 2RC resource-sharing scheme,
we can see that when w∗ = 1 in Fig. 4b and Fig. 4c the
bound increases linearly respectively in Fig. 3b and Fig. 3c.
Substituting w∗ = 1 in (5) explains the linear increase of the
bound.

In Fig. 3 the 2RC half-duplex bounds are equal to the “no
cooperation” bounds at low Ccoop. We can see that when v∗ =
1 in Fig. 4 the multicasting is preferred over the cooperation.
Substituting v∗ = 1 in (11) explains the behavior of the bound.
The behavior of the 2RC half-duplex bounds at high Ccoop can
be analyzed in the same manner as the ones presented for 2RC
full-duplex and resource-sharing bounds.

We learn from Fig. 4 that the DF/CF ratio (represented by
the w∗) is higher at low Ccoop than at high Ccoop, meaning that
the DF is preferred when the cooperation links are weak and
that the CF is preferred when the cooperation links are strong.
This is due to the fact that at low Ccoop the system improves
the rate of the weakest user (the one receiving the DF from
the strongest user) which is the limiting rate, while at high
Ccoop the system improves the description compressed by the
weakest user toward the strongest user to tend to the broadcast
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Fig. 4: Comparison of the factors of the 2RC resource-sharing and 2RC half-duplex schemes for the Gaussian MC with receiver
cooperation.

bottleneck. We also learn that the DF/CF ratio is higher when
the main channel is asymmetric for the same reasons.

Note that the resource-sharing scheme has performances
comparable to the ones of the full-duplex scheme even
though (12) sets the maximal capacity of cooperation available
to the resource-sharing to be equal to half the capacity of
cooperation of the full-duplex. This comes from the DF/CF
ratio. Moreover, the resource-sharing schemes takes into ac-
count more practical aspects than the full-duplex scheme re-
garding the complexity of implementation. Thus, a suboptimal
equivalent of the resource-sharing scheme would ensure good
performance in practice while remaining at low complexity.
We point out the fact that at high Ccoop, the achievable rate
is virtually not impacted by the DF/CF ratio since it is lim-
ited by the broadcast bottleneck. Finally, while a suboptimal
equivalent of the half-duplex scheme would lead to the easiest
implementation, its performances would be very low.

Such a study would lead to similar conclusions in the
non-orthogonal case. However, due to the non-linearity of
the bounds in this latter case, the explanation regarding the
resource-sharing factors would mainly be obtained through
numerical results and not closed-form expressions.

V. CONCLUSION

In this paper, we investigated the impact of receiver coop-
eration and of the factors that can tune this cooperation on
the throughput of a two-receiver MC. The scheme used for
the study is the 2RC scheme, which is a scheme that provably
outperforms existing schemes in which no interaction is ex-
ploited. The numerical results showed that the optimal DF/CF
ratio decreases as the cooperation links get stronger, and that
it also decreases as the main channel becomes symmetric. The
optimal DF/CF ratio is important mainly when the cooperation
links are weak, since when the cooperation links are strong the
achievable rate is limited by the broadcast bottleneck. Finally,
the resource-sharing scheme has performances comparable
to the ones of the full-duplex scheme for a much lower

complexity of implementation, while the half-duplex presents
very low performances.
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