A framework for detecting anomalies in VoIP
networks

Abstract—This paper introduces a novel system (architecture for VOIP systems. The research work done in this field, unfortu-
and techniques) that aims to secure overlay networks by detect- nately, uses the same methods implemented for TCP/IP traffic.
ing anomalies that can be a priori known or new for Voice over  gjince the different intrusion detection techniques that are im-

IP networks. It is particularly designed for the signaling proto- . . .
col SIP. The propoged syste);n ma?my consists ofgtwo gaﬁs_ The Plemented until now are not appropriate to detect the different

first one determines the different features that are extracted from attacks targeting the current VoIP systems, novel techniques
the specification of the SIP protocol. In fact, these features should should be introduced. The main idea behind our proposal con-
highly characterize the behavior of the signaling traffic so that the  sjsts in considering the process of intrusion detection as a three-
evide_nce of the intrusion is not |c_>st when only these att_ributes are stage process. The first stage consists in collecting the VoIP
considered for the attack detection goal. After the attributes ex- . S O
traction step, a detection algorithm is used to classify new SIP pro- traffic that is either safe, Wh'Ch is free O_f attacks, that we call
files in their appropriate class (either as normaL orasan anoma|y). here normal and attaCk traffIC tha.t contains traces Of attaCkS ev-
Another feature of this system is its adaptability since a feedback idence. The second stage consists in extracting attributes; those
from the detected attacks is possible. features that keep the most information characterizing the traces
without attack and normal traffic evidence loss. The last one is
the classification process that is based on a model able to distin-
guish between normality and abnormality. This model is built
Voice over IP (VoIP) networks play increasingly a vital roleyver a set of traces where the corresponding traffic is either
in current IP networks infrastructure for the modern societjabeled as normal or as an attack within the different a priori
SIP (Session Initiation Protocol) is the widely (signaling) agknown VolP attacks.
plication layer protocol that is used to create, modify and ter- The rest of the paper is organized as the following. Section
minate a session with one or more participants and may be ufRgresents the different research works done recently to detect
for voice, game, instant messaging and visio-conference appiitrusions in VoIP networks. Sectign]lll discusses the principal
cations. SIP has been chosen by many groups such as 3GPR¢kponents of our framework. Sectipn] IV presents some in-
for establishing multimedia sessions and has seen many cafusions that we developed to attack a real VoIP infrastructure.
mercial and free software implementations. Although this pr&ectior] ¥ depicts the environment of the different experiments
tocol has seen many developments and a big interest from ita¢ conducted and the different results obtained. Finally, Sec-

telecommunication community, it suffers from many securityonM]presems future work and concludes the paper.
flaws and faces new attacks not a priori known. The attacks

described in the recent academia and research papers against I
this new emerging protocol are not exhaustive and are gener- ) ) )
ally inspired from the known attacks that targeted the TCP/IP Intrusion detection research for VolP networks is currently at
networks during the last three decades. its infancy stage. In our knowledge, the research works done
Access control techniques using SBCs (Session Border Cd:{hlhis direction use the same basic'me_thods.implgmented dur-
trollers) and cryptography mechanisms are used in this new & t_he last three decades for detecting intrusions in the TCP/IP
vironment to filter and counter some anomalies. However, the§affic. o
solutions are not sufficient since there are many attacks tha®me res’earch_ers_ use the same directions as those of the
easily bypass these mechanisms. As in the IP infrastructupd'©rt IDS [12] which is based on a pattern matching technique
intrusion detection is considered as a second barrier to seciifd 100ks over packets’ streams for recognizing patterns in the
information systems. packet header and/or payload. Others use some classification
Intrusion detection systems (IDSs) are widely used in corfgchniques that consider statistical measures. In their initial
mercial and governmental information systems. The differef@™M. these measures consisted in monitoring the traffic to a
IDSs focused on either pattern matching techniques or on soRf@tected resource or the traffic from a particular IP address.
entity behavior learning. Generally, pattern matching technique&§©r the first case, we cite th&tidive and “Spacedivepre-
try to recognize patterns in the packet header or in the paylo&§nted in[[18]. These two basic systems are based on a sim-
Methods based on the entity behavior learing use some clBstic correlation engine between the events of the signaling
sification techniques that consider statistical measures. In tHgfd the media stream protocol to detect a few types of attacks.
initial form, these measures consisted of monitoring the traffid'ey are also based on the Snort detection engine where only a
to a protected resource or the traffic from a particular IP addreS§nPle extension is done for stateful and cross-protocol detec-

However, little intrusion detection research work has been dot@ns-

I. INTRODUCTION

. RELATED WORK



For the second case, a team in LORI[A [9] uses the sament packet (resp. transactions or dialogs) and the last packets
method as that of Skinner and Valdes presented in [17] which(iesp. transactions or dialogs) for the goal of VoIP intrusion
a Bayesian model called TCP EBayes. While TCP Ebayes usietection. Finally, It is an extensible mechanism because it is
only the TCP protocol to detect anomalies, the authors|in [8ble to learn the different classes of traffic (normal or attack)
use the SIP protocol to detect the same basic anomalies as ttasskadaptively consider new attacks and new normal forms by
targeting TCP such as syn-flooding and port scanning. Thesimple updates. It is also insensitive to IP spoofing and handles
fore, instead of using the number of open TCP connections, ttlent mobility.
number of unique IP addresses and the number of unique port8ve mention that this mechanism is used as a first step be-
as in TCP EBayes to detect port scanning and IP sweeping, tbee launching counter measures. Once the attack is detected,
number of open RTP ports, the maximum number of waitingsends to the corresponding reaction mechanism (as a future
dialogs, etc. are used. There are many problems related to thak) the different features that characterize the traffic that has
technigue. As an example, only bursts of traffic are considereaused the intrusion for appropriate counter measures.
as evidence of an anomaly. As a result, only the flooding at-We notice that this mechanism is implemented either in a
tacks may be detected. In addition to this, the system was wlevice or as a logical module placed in front of a user agent;
experimented for the VoIP network case due to the lack of a rdsd it a client or a server, or in front of a VoIP server (a proxy
testbed. The original goal of the TCP EBayes is to detect abneerver or a registrar). The only condition for this mechanism
mality; that is the detection is binary. This is not an appropriate the ability to catch all the inbound and outbound traffic of
method in particular for an overlay networks application whetée monitored VolP equipment. It may also be implemented
the administrator or the operator should be informed about thehind or in front of a firewall with or without a NAT to which
type of the attack for the next stage that consists in launchings transparent.
an appropriate counter measure.

Recently, the state machines are used to detect some infgu-
sions in VoIP network[[15]. The proposed approach utilizes )
not only the state machines of network protocols but also theThe _dlff(—;-rent components of the p_ropo_sed system are _de-
interaction among them. However, the different attacks test H:ted in Figur¢ [L. The first part. consists In defmmg a profile
by this mechanism are simplistic since there is no an in-de t corresponds to a set of attributes that summarizes a VolP
study of the SIP protocol and almost all the defined attacks J w and catches the evidence of normality and anomaly.
launched by a third party. In an operational network, these
attacks are hard to perform because of the different security
mechanisms that are made in place by the telco operator such as
those defined by the 3GPP [1]. However, these attacks are only e
possible in a LAN (Local Area Network) without any security
mechanisms or a simulated network as experimented |n [15]

Framework architecture
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Ill. SYSTEMATIC FRAMEWORK

Since the different IDS techniques that are starting to come! ="
up with the emerging VoIP protocols are in their infancy stage
on one hand or use the same vulnerable techniques as those im-
plemented during the last decades on the classical IP netwo
on the other hand, we have to introduce novel techniques to
tect the real intrusions that focus mainly on the new emerging
\OIP protocols. In the following, we present a novel architec-
ture that is able to detect anomalies and to correctly classify nor-
mal signaling traffic generated by the current VoIP networks.

There is a variety of goals for this mechanism. First, it de-

tects the whole a priori known attacks by an automatic 1ear-\ye gefine three profiles for the goal of characterizing VoIP
ing. Second, it easily discriminates the different attacks afdic and catching VoIP intrusion evidence. The first corre-
the safe VoIP traffic. Third, it recognizes new anomalies; thog§ s 1 a set of attributes extracted from packets and the dif-
that are not learnt during the f|r§_t _step: These new anoma}l rent measures that correlate the current packets with the last
may be dge to the new vulnerqplllt|es (_jlscovered.and eXplo'tSHes as explained below. The second is a transaction based one.
by pOFe”“"’F' attackers. Inl addition, thlsksystem IIS afcompleﬁ]e third is a dialog based one. For this last profile we do not
one since it does not only detect attacks but also focuses gl -onsider signaling and description protocols but also the
the relevant VoIP features that should be considered for the P and other protocols that are used for media transfer. This
tection goal. Another dimension qf this mephanism is that I%Stter is complementary to the cross protocol used®gytlive

does not only use a stateful detection technique but also lo £8] because we do not write manually simple signatures and

at different protocols used for establishing and maintaining thgh e\ attributes considering media flows are taken into account.
VolP communications. Moreover, it generates statistical mea-

sures, corresponding to the different features, between the cur-

VolIP Attributes
Extraction
7y

Fig. 1
VOIP INTRUSION DETECTION ARCHITECTURE



B. Different components the attributes of the second and third class belong to the sec-

The first step of the system consists in extracting the differepfid Set. The attributes of the second set can equally be called
attributes that characterize the different attacks and the norr84Pert knowledge attributes, since a security expert determines
network flows. These attributes are extracted by using a setlid# attributes that belong to this set. _
known VoIP attacks based on SIP according to its specificationAttribute extraction is an essential task before applying the
as defined by RFC 3261 [13]. As mentioned above, we detéfetection process. As a prior work, Lee et al. [7] used directly
mine three different profiles that are used to characterize ¢ Bro [10] tool as a packet filtering and connection reassem-
SIP signaling flows. The first is theacket-basedavhere each bling engine to extract the different attributes. The KDD99 in-
flow corresponds to a set of attributes extracted from packdfdsion detection database [6] is built upon this basic extrac-
and the different measures that correlate the current packet ¥#2 whose goal is the detection of basic attacks over TCP/IP.
ing analyzed with the previous packets. The second profile\iée note that more than one hundred research papers used this
based ortransactions A transaction, as defined in RFC 326database to assess their proposed intrusion detection technique
[13], consists of a request that invokes a particular method, id all the detection methods failed to detec_t some attack cat-
function, on a server and at least one response. We note that&gpries. This failure is not due to the detection method but to
is based on an HTTP-like request/response transaction modlag infomation loss while transforming raw traffic into attributes
The third profile is based on a dialog. A dialog is a peer_t&onnection records (for more details on the KDD information
peer SIP relationship between two user agents that persists/@§g. see for instance|[3], [2]). As a matter of fact, we have
some time. The dialog facilitates sequencing of messages &d¢en & lesson from this experience and we deeply analyzed the
proper routing of requests between the user agents. The [P protocol using the specification defined by RFC 3261 [13]
VITE method is the only way defined in RFC 3261 to estaind the known attacks related to VoIP networks, discussed in
lish a dialog. Thedialog-basedrofile corresponds to a sessior>ectior[ 1V, for extracting meaningful attributes for the goal of
where not only signaling and description protocols are consi¥o!P intrusion detection.
ered, but also RTF [14] and other protocols that are used forThe second step of the proposed mechanism is the detection
media transfer. The third profile is complementary to the croB§ocess that uses as input the profile extracted from the network
protocol used byScidive” [18]. flows as described above. Once the profiles are determined, the

Due to space limitation, we only present in the following thdetection step could be thought of as a classification problem:
different experiments and results when considering the pack@g Wish to classify each profile into one of a finite set of pos-
based profile. The method does not differ between the three §#le categories; normal, one possible attack type, or a new ob-
termined profiles. However, only the set of attributes is differef€rvation probably corresponding to a new attack. Given a set
from one determined profile to another. Notice that a combin@t profile records, where one of the features corresponds to the
tion of these profiles by merging the three profiles into a singfass label of the profile (i.e. normal, attack or new), classifica-
one containing the union of all attributes of these three profilé@n and induction algorithms can construct a model that is able
may lead to another technique. Combining the different alef&Summerize each category by using the most significative at-
generated by each profile may also lead to a new technique.ributes to each category. Notice that it is also possible to use

For the attributes extraction step, we define two differeninsupervised classification techniques to classify the profiles.
kinds of attributes. The first set of attributes comprises drlowever, in the unsupervised techniques the classification is
tributes as defined in RFC 3261 [13] related to SIP. Furthdiinary (normal or abnormal) according to some assumptions a
more, these attributes are extracted based on the known atfaidéRri taken such as the normal profiles are almost gathered in a
types. The first set of attributes is extracted manually by a $éense region if projected to a two axes’ space for example, and
curity expert directly from RFC 3261, thus the attributes of theutliers are considered as attacks. We do not recommend to use
first set are called intrinsic attributes. this technique since a priori known attacks should be learned in

The second set of attributes is automatically extracted fropfder to not confuse them with normal flows.
the first one. This latter corresponds to different statistical mea-The proposed mechanism is experienced using supervised
sures between the current network flow and the past flows &tassification techniques. In fact, a set of knwon attacks is
cording to a time window having a length af or according to Played against a SIP user agent; may it be a server or a client.
awindow of M SIP flows, whereV is a positive value andi/ is  The corresponding flows generated from each attack are labeled
a positive integer. The second set is automatically construct&tih their appropriate attack type. The normal traffic is col-
from the first set by considering intrinsic statistical measurégcted from a real world infrastructure of a telecommunication
between the current flow attributes and those of last flows cdPerator.
tained in a window ofN seconds or only by considering the When training the classification model with a learning database
last M flows. The values ofV and M are fixed by experience. containing a variety of attack and normal flows, a feedback
For instance, a period @fseconds is used for the time windowfrom the detected attacks is used to improve the successful de-
and200 flows preceding the current one are used for the othi&ction rate. As a matter of fact, in the case where some attacks
window. The intrinsic attributes can be defined to belong to&€ not detected (false negatives) or some normal traffic is clas-
first class, the attributes related to the time window are defingified as an attack (false positives) then an expert is in charge
to belong to a second class and the attributes related to a wihchecking whether other attributes should be considered, or
dow of M flows are defined to belong to a third class. Thudhis misclassification is due to the second stage (i.e. the detec-
the attributes of the first class belong to the first set, where#@n model). The reason for taking other attributes into con-



sideration consists in lessening the information and intrusion
evidence loss when transfomring the raw network traffic into a
set of attributes. However, if the misclassification is due to the
classification process then the classification technique should
be tuned to increase the successful detection rate of the differ-
ent tested flows belonging to the learning database, for instance.

C. Detection models

In the proposed mechanism, we call a detection model the
method that learns automatically the different samples present
in the learning database. As a result of the learning step a clas-
sification model is built with which new unlabeled instances are
classified in their appropriate category (attack type or normal).
If the corresponding class is an attack then an alert is gener-
ated, otherwise the flow is considered as normal. Since we use
a learning database in which all flows are labeled in their ap-
propriate class, we may use different supervised classification
techniques for the task of the building process. There are many
candidate techniques available in the data mining literature. In
the following, we focus on decision trees induction algorithm
as the technique for learning labeled flows and classifying new
ones for the detection goal. However, any other supervised or
unsupervised one may be used for this goal. Decision trees
classifiers are based on the “divide and conquer” strategy to
construct an appropriate tree from a given learningSsebn-
taining a finite and not empty set of labeled instances.

The decision tree is constructed during the learning phase,
it is then used to predict the classes of new instances. Most
current decision trees algorithms use a “top down strateigy”;
from the root to the leaves. Two main processes are necessary
to use the decision tree:

« Building processlt consists in building the tree by using
the labeled training data set. An attribute is selected for
each node based on how it is more informative than oth-
ers. Leaves are also assigned to their corresponding class
during this process.

To measure how informative a node is, Shanon entropy is®
used to construct the decision trees. The selection of the
best attribute node is based on the gain r&tion Ratio(S, A)
where S is a set of records and a non categorical at-
tribute. This gain defines the expected reduction in en-
tropy due to sorting on attribute A. It is calculated as the
following [8]:

useGainRatio instead|[11]:

. . Gain(S, A)
t A) = :
GainRatio(S, A) SplitIn formation(S, A) ©)
where
' ' _ c ‘ Si | ‘ Si ‘
SplitInformation(S, A) = 5] loga 5] 4)

wheresS; is a subset of for which A has a value,.

This partitioning strategy is used to build the tree, having
as a main goal to divide the considered training example
by selecting recursively the best non categorical attribute.
In the case of a discrete valued attribute, this strategy tests
all possible values of the attribute under consideration. How-
ever, in the case of continuous-valued attributes a transfor-
mation technique is introduced [11]. It consists in defin-
ing new discrete-valued attributes that partition the con-
tinuous attribute into a discrete set of intervals. The al-
gorithm dynamically creates a new boolean attribdte
that is true if A < t and false otherwise. The selection
of the threshold value is based on the information gain
(see Equatior] {1)). A thresholds selected if it produces
the greatest information gain. The different items accord-
ing to the continuous attributé are sorted, then a set of
candidate thresholds midway between the corresponding
values ofA is generated. Fayyad|[4] showed that the value
of ¢ that maximizes information gain lies always at such
a boundary. These candidate thresholds are evaluated by
computing the information gain associated with each of
them. The dynamically created boolean attributes can then
compete with the other discrete valued candidate attributes
that are available for growing the tree. In the following, we
use this partitioning technique for evaluating the attributes
with continuous values.

Classification process A decision tree is important not
because it summarizes what we know, i.e. the training set,
but because we hope it will classify correctly new cases.
Thus, when building classification models, one should have
both training data to build the model and test data to verify
how well it actually works. New instances are classified
by traversing the tree from the root to the leaves based on
their attribute values and the node values until one leaf is
reached that corresponds to the class of the new instance.

Gain(S,A) = E(S) —

>

vEValues(A)

whereE(.S) corresponds to entropy of S.
In general, if we are given a probability distributidh =

Besides the construction and classification steps, many deci-
sion trees algorithms use another optional step. This step con-
sists in removing some edges that are considered useless for
improving the performance of the tree in the classification step.
Pruning trees simplifies the tree since many useless edges are

(p1,Dp2, --, Pn) then the information conveyed by this dis+temoved making complex trees more comprehensive for inter-

tribution, which is called the Entropy @ is :

Entropy(P) = — Zpilog2pi (2)
i=1

pretation. In addition, a tree that is already built is pruned only

when it gives better classification results than before pruning

8.
In Sectior{ V-C, we give some examples of the decision tree
obtained from the different experiments we conducted over the

If we consider onlyGiain(S, A) then an attribute with manydifferent attacks presented in Sectjorj IV.
values will be automatically selected. One solution is to



We note that the building process is done off-line while than elementary attack where the attacker tries to find out the ran-
detection process may be performed either on-line or off-limdmness of the nonce value by sending a burst of REGISTER
depending on the security policy of the information system. requests to the target server, say for examIREGISTER

requests per second, and checking the values of the nonce in
IV. THE CONSIDERED ATTACKS the server messages corresponding to the WWW-Authenticate
header field. We mention that this attack may be also performed

SIP is widely used in VoIP systems and there are numeroHang other request methods such as INVITE, etc. This attack

te:;[tcaz)CIkST:]heatatizgkksJeaEae:Z)r:gﬁg f?gr?:nssjnttgitii lalT astit%r::i!ﬁ?hpfg also possible against a proxy where the authentication chal-
' ! ' e is extracted from the Proxy-Authenticate header field.
that do not follow the SIP grammar provided by RFC 3261, gelsex Xy-Ad ! I

to different denial of service (DoS) attacks in the overlay negt

works. Other attacks are the same as those that exploit knqw

flaws such as buffer-overflows against servers. Only the attagks”tt2cker

that affect directly the signaling protocol are investigated since

the syntactical attacks and different flaws that are due to the

programming errors have been widely investigated and current F2 100 TRYING

IDSs detect a variety of these attacks. In the following, di

ferent attack types corresponding to SIP attack scenarios

discussed. These attacks can be divided into three categories Loop on F1 and collect the different nonce values

namely; information gathering, service theft and DoS.
In the following, we list representative attacks we invest|- N [ ]

gated that we gather into the three categories. We give for each

category its significance and some flow examples of the corre-

sponding SIP attack Scenario. Notice that other attacks such Fig. 2

as covert channels, SIP directory scanning, QoS degrading are NONCE VARIATION DETERMINING ATTACK.

investigated but are not listed below due to space limitation.

Proxy/Registrar

F1 REGISTER (Request URI, no authentication)

Y

401 UNAUTHORIZED (with different credential values)

7 Sy |

2) Directory scanning: This elementary attack consists in

A. Information gathering . Y " - - : i
I ker h f . : collecting valid identities corresponding to legitimate clients in
Generally, an attacker has to perform many actions in Or(ﬁre operator databases. It may be performed using different

to acrkneve her malicious %oafl' Theselactlons correspi?ndltofseya, message flows. Itis considered as an information gathering
atta_c scezarl_o composed o fmr?ny € lementary attac ks. nhgft'ack since we only try to find valid URIs for a further mali-
mation gathering is one type of these elementary attacks, WNgi§ s jntention. It may be considered as the step that precedes

the attacker may first collect information about the target server . - elementary attack such as an identity theft by using a
to get its version to check whether there is any known vulnera]—

. ) ‘dictionary to guess the corresponding password of the identit
bility to exploit. The attacker may also seek for some secun{a yi049 b gp y

dential variabl o h > h at was discovered during this first stage. We should mention
credential varia e'varlatlons suchasnonce variation where {8 s attack may be omitted particularly for those identities
second step of this attack scenario might be a replay att

P d ) d di 4 q tare in the red list. In fact, the corresponding operators may
assword guessing and directory scanning correspond to o 5appropriate mechanisms for such lists. However, this attack

mform_atlon gatherm_g a_ttack types. Fgr mstange,- the d'.reCt%/tested against many plateforms of different operators and the
scanning attack, which involves checking for existing valid us%&periments are successful

identities in the registrar database, may be followed by a paSSFigure[} shows a possible SIP scenario flow that may be

word guessing ?‘t?‘c" sO:nce a_vglld.usernzrne was found. seq to perform this attack. According to the first messages
1) Nonce variation determining:According to RFC 3261 change, a “401 Unauthorized” response is received when the

[13], SIP provides a stateless challenge based mechanismi ntity corresponds to a known valid user whereas “403 For-

authenticatio_n brough'g from HTTP agthgntic.ati.on provideq bé(idden” is received in the other case. Therefore, an attacker
e o e s scnario andacordng o e esprse, hecon
. o . _ - . )des whether the requested identity is valid or not. This attack
without _consujenng message mteg_nty or confldent|allty._ O%ay be also performed using the OPTION request method. In
credential variable of this mechanism is thence” that is fact, according to the response, one can know whether the cor-

used to compute the hash value of the authenti_cated resp%§%0nding URI mentioned in the “To” header field is valid or
message using for example the MD5 hash algorithm. To cheé:

whether replay attacks are possible, the attacker may check i

the nonce is changed for every authenticated message or it is ] ]

renewed periodically, say for instance once every second. Bn !dentity and service theft

this last case, replay attacks remain possible. To perform thishile the above attack consists in collecting information about

attack, the attacker may send many requests during a shortyggers and servers, this attack kind consists in stealing the iden-

riod of time, say for example one second. Figure 2 shows suily of a legitimate user that either has mistakenly left his pass-
word unprotected for different reasons or an attacker has in-

responds to an unknown user.



Attacker Proxy/Registrar

F1 REGISTER (valid URI, no authentication)

-

- F2 100 TRYING

F3 401 UNAUTHORIZED

-t

F4 REGISTER (same valid URI, bad authentication)

-

F5 401 UNAUTHORIZED

F6 REGISTER (invalid URI, no authentication)

F7 100 TRYING

F8 401 UNAUTHORIZED

F9 REGISTER (same valid URI, bad authentication)

F10 403 FORBIDDEN

Loop on F1 .. F5 for other valid or invalid URIs

Fig. 3
DIRECTORY SCANNING ATTACK.

the flooding DoS whereas the second one involves sending a
malformed packet that causes the endpoint to crash. When per-
forming the DoS attack, an attacker can send a huge number of
successive REGISTER requests against a registrar or many IN-
VITE requests to a target client. On the other hand, an attacker
may follow the dialog when sending the INVITE to a legitimate
client and can stop the flow of the SIP signaling by sending a
BYE request just after he receives the OK response from the
target client.

1) DoS against a serverA DoS attack against a server is a
flooding attack that involves sending a non restrictive number of
requests against a server such as a registrar. This type of attack
may be also extended to a distributed DoS (DDoS) attack where
the attacker recruits many zombies over the Internet and each
compromised machine sends huge numbers of such legitimate
requests.

2) DoS against a legitimate clientWhen performing a DoS
attack against a legitimate client, an attacker tries to disturb a
legitimate client based on continuous INVITE requests without
establishing the call since the attacker cancels the call each time
the user answers the request. Figyre 5 shows the corresponding

tentionally cracked his password by performing appropriate ajgack scenario.

tacks such as those based on dictionary or moreover any brute

force technique. Another kind of this attack type consists in ug-

ing a service to which the user is not authorized or to which s 1e{ Attacker

is not subscribed.

1) Password guessingOne well known attack uses a dictio-
nary to find out a user password, or a brute force technique by
exploring a large number of possibilities. Therefore, an attacker
may use a series of passwords for a specific identity, discovered
during the last stage. She may succeed to discover the correct
password of this entity in particular when the corresponding

user has not chosen an appropriate password. Higure 4 sh OV —

the scenario corresponding to this attack.

Target client

-

F1 INVITE

F2 100 TRYING

F3 180 RINGING

F4 200 OK

F5 BYE

Loop on F1..F5 and repeat the same sequence

Attacker Proxy/Registrar

F1 REGISTER (valid URI, no authentication)

F2 100 TRYING

A

F3 401 UNAUTHORIZED

F4 REGISTER (same valid URI, bad authentication)

 J

F5 401 UNAUTHORIZED or
F5 200 OK (Authenticated good password)
Loop on F1..F4 untj receiving F5 200 OK

Fig. 5

DOS AGAINST A CLIENT ATTACK .

V. EXPERIMENTS

A. The environment setup

We patrticipate in a project that aims to detect anomalies in
overlay networks with an international telecommunication group
as a partner. We were provided witkcpdumgpraffic of 2 hours
collected from an operational testbed. The collection was done

downstream of an SBC (Session Border Controller). This col-
Fig. 4 lection was done in Novemb@006 where approximately640

PASSWORD GUESSING ATTACK

clients used the VoIP SIP testbed during this period. The result

after filtering thetcpdumpcollection and keeping only the traf-
fic corresponding to SIP and RTP protocols consists of about
200 MBytes per each hour. We manually and meticulously an-

C. Denial of Service

The DoS attack is a technique that is largely used since
introduction of computers. Its goal is to make a physical r
source unavailable to its legitimate users. This kind of attack

attacks kind as ex

can be divided into two categories. The first one is based on

alyzed all the packets corresponding to the SIP protocol and
ttr?émd that there are some syntactically malformed SIP packets
according to the SIP grammar provided by RFC 3261 [13]. We

Siitered the corresponding packets since we do not consider this
plained in Sect{on IV. We then assumed that



the filtered collection is free from signaling attacks and cop-Attribute |

ducted our experiments by injecting the attacks described
Section 1V into the collected set. In fact, we implemented

tool that behaves as a user agent client that launches diffef
attacks, against a VolP overlay network infrastructure using S

as the signaling protocol, such as those presented in Sgciion
We used the first data set corresponding to the first hour

Description

|

IRespReq
a

The value of this attribute is “REQUEST” if th
considered flow is a request else it is “Respon

€BCN

The value of the status code if it is a respor

a learning dataset after having peppered it with attacks tt
are launched against the operational infrastructure. Notice t
there are machines that are connected to this infrastructure p

ing the role of attackers. The different attacks that are launch

against the infrastructure are successful. As for example,
nonce variation of the proxies and registrars present in the

frastructure is determined and some users indentities are
covered.

The second dataset corresponding to the second collect
hour was used as a test data set. For this case, we also lay
SIP attacks against the operational infrastructure. We note tha

some attacks that are launched during this phase are new;

they are not present in the first data set. The goal of restricti

the presence of new attacks in the new data set is to evaluate

efficiency of the detection model towards new attacks.

B. Data pre-processing
Raw tcpdumptraffic collected from a monitored network is

not appropriate for direct usage by the detection models. The

fore, a transformation function, which transforms the raw traff
into attributes records without information and intrusion ev
dence loss, is used to generate well formed data as input for

detection models. Attributes extraction, as described in Figure
[@, summarizes VoIP raw traffic into attributes records. Each

SIP signaling flow is transformed into a record composed

of

different attributes extracted from the raw flows according to

the procedure presented in Sectjon T|I-B. We give in the fol-

lowing paragraphs a thorough description of the two attribut
types namely; intrinsic and expert knowledge attributes. Intri
sic attributes are grouped into a class that we ‘¢t class”
and the other type corresponding to the different attributes co
puted according to the last flows preceding the current one.

es
n-

m-

TABLE |
FIRST CLASS ATTRIBUTES LIST
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”

se
se

IP (200, 180, etc.) else it is set to “NULL”

'Reason | The reason phrase informed from the respohse

FBhrase | (OK, UNAUTHORIZED, etc.)

Method | The value of the method informed from the re-

hat quest (INVITE, REGISTER, etc.)

A¥tom URI| It corresponds to the logical initiator of the re-

Sd quest informed in théFrom” header field

" Fo_URI This attribute corresponds to the logical recipient

- informed in the'To” header field

"'Brom.Tag| The value of the tag parameter informed in the

) “From” header field. Itis used to follow a dialog

on between two UAs

"To.Tag | The value of the tag parameter informed in the

h. t “To” header field. It is used to follow a dialog

V"'“e : between two UAs

'{ éserNameThis corresponds to the credential value of the
username parameter specified in‘thathoriza-
tion” header field

Nonce It corresponds to the credential value of the

nonce parameter specified either in &w-
thorization” header field or in the*WWW-

re- Authenticate’header field

cResponse This corresponds to the response parameter

- specified in theé'Authorization” header field as

the a response to the challenge

follows a statistic law as in the different telephony mod-
els. Therefore, these following attributes highly contribute
to characterizing the normal flow.
Second clasg he attributes of this class are based on cal-
culating correlation measures between the different flows

preceding the current one using the different attributes val-

« FirstclassThis class corresponds to the different attributes
that are intrinsic to the VoIP protocol, particularly SIP. Ta-
ble[] presents a non exhaustive list of attributes of this
class. We mention that for each flow a time-stamp cor-
responding to the time of its occurrence is considered to
calculate the attributes of the other two classes.

We mention that the different attributes presented in Ta-
ble[] are intrinsic ones; others are extracted by considering
known attacks. As an example, the last three attributes

ues indicated in the first class. Figyre 6 shows the idea
used to compute the corresponding attributes.

A time window of N secondsq seconds for instance) is
used for this purpose. These attacks are relevant for VoIP
DoS flooding attacks and other attacks that send the same
requests with different values such as password guessing
or nonce variation. The different attributes of this class
are automatically constructed and are summarized into the
“SameTo-URI” attributes that examine the flows in the

UserName, Nonce and Response are extracted based on |ast NV seconds that have the same logical recipient as the

the two attacks; nonce variation and password guessing.
Therefore, this list is an open one as long as other vul-
nerabilities and attacks are discovered. Using this list for
each flow independently from others is not a good solu-
tion. One solution is to find statistical characteristics using
the last flows preceding the current one in the near past.
This is discussed in the following two classes. We note
that the normal flow of the signaling traffic tremendously

current flow. We note that the logical originator is not
taken into account to calculate the different attributes in
order to avoid URI spoofing where an attacker may forge
a “From URI” header field. However, in a real world,
the provider of the service may use ingress filtering and in
this case, we may consider the logical initiator of the flow.
Since this is not always the case, we do not use it here
and consider all possible situations. Tgbl¢ IV presents the



Rule Meaning
! RespReq= REQU EST| If the flow crresponds to a re-
l samemethodrate> 72% | quest and the percentage pf
= | — >class RegisteDoS | the flows that have the same
s method request as the current
| | e one during the last two sed-
L — - Time (Sec.) onds is greater than2% then
' i P this flow corresponds to a DoS
Flow in the window  EESSSE) probably against a registrar
Flow outside the window Method= REGISTER, If the method is REGISTER
diff _usernameate< 0.1% and the diff diftusernameate
Fig. 6 — >class guesspasswordis less thard.1% then this flow
KNOWLEDGE BASED ATTRIBUTES SPECIFICATION is a password guessing attack.
different attacks of this class and their descriptions. Default: New If none of the rules matches
« Third class A novice attacker may send many requests in then the current flow corret
a short time window. The second class attributes is suffi- sponds to a new flow and mo-
cient enough to detect the corresponding attack. However, mentarily considered as a new
other attackers will take then time and use stealthy tegh- attack.

nigues to bypass this approach. Therefore, a larger time
window to detect these attacks is needed to detect. For this
reason, we introduce the third class that considers the last
N flows (N = 200 for instance) preceding the current one

to calculate the corresponding attributes as those in Table

[V] The attributes of this class are calculated according {Re different attributes that are determined during the extraction
the lastV flows preceding the current one. Therefore, wetep efficiently characterize the different flows and differentiate

TABLE Il
CLASSIFICATION USING THE DECISION RULES

do not report them here. between the different attack classes and the normal traffic.
Table[TT] gives the different detection rates of the different
C. Results classes (normal and the different attacks types) in the test data

We conduct different experiments over the two data sets p?ee-t'
sented in Sectiop VJA. We trained our algorithm over the fir‘LI.ype oid New
data set presenting the first collection hour that contains diff S formation gathering | 99.25% || Nonce Variation:( ~
ent attack types as those presented in Segtipn IV. We notice lhant ' 99.50%) detectéd as
there are new attacks which are only present in the test data set Doé ¢ N
that corresponds to the second hour of collection. These e‘ﬁ"ﬁentity and servicd 99.15% 1T -
attacks correspond to the DoS against a client and the nom‘fﬁeﬁ ‘
variation. Notice also that the DoS against a client is not teste
inside the real environment because of the operator con:straint]g.OS
However, the last attack is tested in our local infrastructure.

99.77% || DoS against a client
( ~ 99.34%) detected

Some rules that are generated automatically from the train n% as New
data set are given in Taljlg II. ormal 99.96% | -

These rules have many advantages in detecting anomalies TABLE IlI
in signaling flows. Since the rules have the ... THEN OLD AND NEW ATTACKS DETECTION RATIOS,

format, they may be used as a model for a rule based
intrusion detection system. Moreover, a VolP security expert
may assess the different rules and can delete or modify some ofhe old intrusions correspond to those attacks that are present
them if needed. in the training and test data sets. There only two new attacks
Using the ruleset generated by the training data set, new flowiat are present only in the test data set. The first is the nonce
are examined by checking the different rules for a match. Variation determining attack and the second is the DoS against
there is none rule that matches then the flow is consideredzaslient attack. While the nonce variation attack is almost de-
new and should be examined to check whether it correspondsted as a DoS against a server attack, the occurrences of the
to a new attack. If so, we examine the corresponding traffic andS against a client attack are detected as a new attack. This
if it corresponds to a new attack, we re-inject its traffic in thiatter is detected as new because there is none rule that speci-
learning data base to generate its corresponding rule. fies such a profile with an INVITE method and a high rate of
The successful detection rate is 0¥&% by applying the requests during a short time window. However, the nonce vari-
different rules on the training data set. This results means tlagibon determining attack category is detected as a DoS against



a registrar since this attack category uses the REGISTER [] M. Roesch. Snort - Lightweight Intrusion Detection for Networks. In
quest method with a high rate of requests during a short peLi[q% 13th Systems Administration Conference - LISAIS89.
0

. J. Rosenberg, H. Schulzrinne, G. Camarillo, A. Johnston, J. Peterson,
that corresponds exactly to a DoS using the REGISTER met R. Sparks, M. Handley, and E. Schooler. SIP: Session Initiation Protocol,

against a registrar. As a result, we added three attributes re- RFC 3261. Available ahttp:/www.ietf.org/rfc/rfc3261.

lated the challenge credentials used in the digest authenticatipn e 2002, o casner. R. Erederick. and V. Jacobson. RTP: A

scheme used within the SIP protocol namely; username, NoONCe Transport Protocol for Real-Time Applications, RFC 1889. Available at:
and response (see for instance the last attributes mentioned in |http://www.ietf.org/rfc/rfc1889.txt , January 1996.

- imi ] H. Sengar, D. Wijesekera, H. Wang, and S. Jajodia. VoIP Intrusion De-
Table[])' To assess our architecture, we re-injected the tra'{ﬂé tection Through Interacting Protocol State MachinesPtaceedings of

corresponding to the nonce variation determining into the train- the 2006 International Conference on Dependable Systems and Networks
ing data set and new rules are defined for this attack. (DSN'06) Pennsylvania, USA, June 2006.

‘ Network Intrusion Detecti . AvailableRtp:Amww.
We have also used Snoft |16] to detect these attacks. g:grrtt.orztworzgégfs'on etection System. Availablefatp:/fwww

configured it with the latest rules. None of the attacks citg@7] A. Valdes and K. Skinner. Adaptive, Model-Based Monitoring for Cyber
above are detected by Snort since all the packets of the two data Attack Detection. IrRecent Advances in Intrusion Detection, 5th Interna-

. . tional Symposium, RAID 200pages 80-92, Toulouse, France, October
sets are well formed and there is none rule in the Snort database qqq. ymp Ppag

that corresponds to any of the attacks cited above. In additi@®8] Y.S.Wu, S. Bagchi, S. Garg, N. Singh, and T. K. Tsai. SCIDIVE: A State-

it ; ; ful and Cross Protocol Intrusion Detection Architecture for Voice-over-IP
Itis very hard to write the CorreSpondmg rules because pattern Environments. IrProceedings of the 2004 International Conference on

matching techniques are not appropriate for this kind of attacks. pependable Systems and Networks (DSN'B®rence, Italy, July 2004.

VI. CONCLUSION

In this paper, we introduce a framework for detecting anoma-
lies in signaling flows related to the SIP protocol targeting the
VoIP networks. The main idea behind our proposal is the at-
tributes extraction from the signaling flows that highly charac-
terize attacks and differentiate between normality and abnor-
mality in a VoIP environment. To take into consideration new
\VolIP attacks, our mechanism considers new attributes that are
relevant for characterizing them. A feedback from new attacks
contributes to extend the ability of this framework in detecting
other attack variants and new ones.

The different experiments show that our mechanism is suc-
cessful to detect almost all known attacks and new ones col-
lected in a real testbed.

Our future work includes developing a VolP alert correlation
engine able to detect ongoing attack scenarios that contain suc-
cessive elementary attacks as those we presented in this paper.
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Feature

| Meaning

-count “sameTo-URI”

\ Number of flows to the same URI as the current one in the Fastconds

The following features refer to these flows with the same To-URI value during thé\p&siconds

same method rate

Percentage of the “count” flows that have the same method value

Diff _ meth.rate

Percentage of the “count” flows that have different methods

sameQS rate Percentage of the “count” flows that have the same B=pvalue
diff_QS-rate Percentage of the “count” flows that have different RBgg values
samescnrate Percentage of the “count” flows that have the same status code value
diff_scnrate Percentage of the “count” flows that have different status code values
samerp_rate Percentage of the “count” flows that have the same reason phrase value
diff _rp_rate Percentage of the “count” flows that have different reason phrase values
sameusernameate Percentage of the “count” flows that have the same username value
diff_usernamegate Percentage of the “count” flows that have different username values
samenoncerate Percentage of the “count” flows that have the same nonce value
diff_noncerate Percentage of the “count” flows that have different nonce values
sameresponsgate Percentage of the “count” flows that have the same response value

diff _responseate Percentage of the “count” flows that have different response values
-methodcount \ Number of flows that have the same Method as the current one in thé&/psestonds

The following features refer to these flows with the same Method value during thé&/@astonds

methsameTo-URI

Percentage of the “methazbunt” flows that have the same To-URI value

meth.diff _To-URI

Percentage of the “methambunt” flows that have different To-URI values

-QS_count

\ Number of flows t that have the same Rd®pq as the current one in the passeconds

The following features refer to these flows with the same Hgsq value during the pasdf Seconds

QS _sameTo-URI

Percentage of the “Q8ount” flows that have the same To-URI value

QS diff _To-URI

Percentage of the “Q8ount” flows that have different To-URI values

-scncount

\ Number of flows that have the same status code as the current one in thé geinds

The following features refer to these flows with the same status code value during tthé $asbnds

scnsameTo-URI

Percentage of the “scoount” flows that have the same To-URI value

scndiff _To-URI

Percentage of the “scoount” flows that have different To-URI values

-rp_count

Number of flows that have the same Reason Phrase as the current one in the
seconds

The following features refer to these flows with the same reason phrase value during tNeSe=inds

rp_sameTo-URI

Percentage of the “rpount” flows that have the same To-URI value

scndiff _To-URI

Percentage of the “rpount” flows that have different To-URI values

-usernameount

\ Number of flows that have the same username as the current one in thé pasbnds

The following features refer to these flows with the same username value during tiié Sasonds

usernamssameTo-URI

Percentage of the “usernameunt” flows that have the same To-URI value

usernamgdliff_To-URI

Percentage of the “usernameunt” flows that have different To-URI values

-noncecount

\ Number of flows that have the same nonce as the current one in th& Eastonds

The following features refer to these flows with the same nonce value during th&' (estonds

noncesameTo-URI

Percentage of the “nonamunt” flows that have the same To-URI value

noncediff _To-URI

Percentage of the “nonamunt” flows that have different To-URI values

-responseount

\ Number of flows that have the same response as the current one in thé pasbnds

The following features refer to these flows with the same response value during thé Sasbnds

responsesameTo-URI

Percentage of the “responseunt” flows that have the same To-URI value

responsdliff_To-URI

Percentage of the “responseunt” flows that have different To-URI values

TABLE IV
SECOND CLASS ATTRIBUTES LIST
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