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Abstract— This paper proposes a new downlink frequency-time
scheduling for 3GPP/LTE-like system. 3GPP/LTE DL $ based
on the OFDMA technique and uses several enhancedctmiques
such as Adaptive Modulation and Coding (AMC) and
frequency-time scheduling to increase the spectrafficiency and
aggregate throughput of the system. Scheduling tenigue
consists in sharing efficiently the wireless chanhen order to
achieve a trade off between fairness and capacitin OFDMA,
scheduling and AMC can be implemented jointly or
separately/sequentially (sequentially i.e. AMC afte the
scheduling). This paper proposes two novel schedue that
assume respectively a joint and separate implemeritan of
scheduling and AMC. System simulation is conductedo
compare the performance of the proposed schedulerfesults
show that the first scheduler with separate AMC andscheduling
implementation outperforms the second scheduler (wh joint
AMC implementation) in terms of trade off between &irness and
capacity.

I INTRODUCTION

In radio communication systems, multiple usersfapfibns
are sharing the system resources. Examples of neesoare
time slots, frequency bands, codes, and antennasder to
be satisfied, each user requires satisfactionsoQitality of
Service (QoS) requirements. Hence, for satisfyingtipie
users with different services, the system shoutvige the
capability of supporting a mixture of services wittiferent
QoS requirements.

The sharing structure of resources allows usingadied
scheduling techniques. A scheduling technique éuased in
terms of the maximum benefit the system can defiom
given resources and the fairness in sharing theersys
resources among users. The benefit is measurdtklsystem
throughput and spectral efficiency, and fairnesséasured by
the degree of “meeting the data rate and the dmlagtraints
of the different users”. A scheduler has therefove main
objectives: First maximize the system benefit diceincy by
allocating the resources to the most appropriatrsuand
second achieve fairness between the users. Theese tw
objectives are conflicting and there is a riskéhiaving one at
the expense of the other. A trade-off between ésisnand
efficiency should be achieved by the scheduler.

The problem addressed in this paper is how to stbext
allocate efficiently the resources to multiple gsén the
context of Orthogonal Frequency Division Multiplecdess

(OFDMA) air interface in the downlink. OFDMA is aery
promising radio access technology that has beeptaddor
both uplink and downlink air interfaces of WiMAXx&d and
mobile standards, namely IEEE802.16d and IEEE8@2.16
respectively [1][2], and more recently for the ddiwk air
interface of the Third Generation Partnership Rito{8GPP)
currently normalizing the Long Term Evolution (LTE) the
third generation (3G) cellular system [3].

For the concern of resource allocation, OFDMA asces
technology can be seen as a two-dimensional resctnaring
system. The first dimension is time and second dgiom is
frequency. Time resource units are commonly known a
Transmission Time Intervals (TTI), and frequencgougrce
units are referred to as chunks in 3GPP/LTE terhamgpo In
3GPP/LTE, a chunk is composed of a group of 12 OFDM
sub-carriers. Two modes are adopted for mappingauiers
to chunks. In the first “localized” mode, adjacenb-carriers
are mapped to chunks with the aim of almost fldirfg over
each chunk. In contrast, the second "distributedtienmaps
sub-carriers faraway over the whole bandwidth hezhunk
in the aim of frequency diversity within the churlk. the
localized mode, a chunk is expected to experiepeeific
propagation and interference conditions and thispexific
channel quality. This channel quality is quantifigdso-called
Channel Quality Indicator (CQI). The large variatiof the
CQI with respect to chunks makes the use of frequen
scheduling greatly beneficial. Thus, in this cohtethe
scheduling problem can be formulatedtdaving in hands the
CQI values for all chunks fed back from all users, how to
properly allocate the chunks to the users at each TTI in order
to achieve a good balance between capacity and fairness.

Although the scheduler can assign several chunkséo
user at a given TTI, one Modulation and Coding 8uhe
(MCS) is attributed to the user. To select a giVEES scheme
for a given user, the node B determines an equivdler
effective) CQI from the CQI values of the chunksedted to
the given user. Consequently, scheduling disciplitieat
require the user’'s instantaneous rates for evalyathe
scheduling metric need joint or parallel impleménta of
AMC and scheduling which results in a high comgiexi
AMC and Scheduling can be implemented separately or
sequentially (i.e. AMC after the scheduling) if yrthe CQI
values of chunks (and not the instantaneous ratesheeded
for evaluating scheduling metric. Note that AMC and
scheduling implementation issue has not yet a#chatlot of



attention in literature even though it can havéngpact on the
system implementation complexity.

This paper proposes and compares the performartes of
schedulers. The first one assumes a separate iraplation of
AMC and scheduling whereas the second algorithrdsgént
AMC and scheduling implementation.

The rest of this paper is organized as follows.tiSedl|
presents an overview of state of the art solutinrike context
of OFDMA systems. Section Il describes our new
frequency-time schedulers proposed in this papesektion
IV, the methodology for performance evaluationhat $ystem
level is presented. Then, numerical results arergim section
V, and conclusions and perspectives are drawnditioseV|.

Il.  OVERVIEW ONSCHEDULING IN OFDMA SYSTEMS

The problem of resource allocation in OFDMA systdms
attracted an enormous research interest. Two clas$e
resource allocation schemes exist: fixed resoutceation [4]
and dynamic resource allocation [5-9]. Fixed reseur
allocation assigns resources (e.g. time slots lorcauriers) to
users independently of the current channel corditid his
results in wasting system resources in the forpoefer or bit
rate. Dynamic resource allocation adapts the quyamtf
resources assigned to users according to theantssieous
channel conditions. Three major approaches are used
designing dynamic resource allocation. The firgirapch is
theoretical and complicated to implement. The twbeo
approaches or classes are more suitable for impietien in
practice however they do not achieve the best balan
between fairness and capacity.

In [5-9], the problem of resource allocation is sidlered as a
convex optimisation problem. Two strategies aralurethe
optimization: Margin Adaptive (MA) [5] and Rate Aglive
(RA) [6][7]. MA aims to minimize the overall powexith
respect to the user’s rate or data error rate ingt. RA has
the objective of maximizing the total transmitteater with
respect to the users’ rate constraints. In most@froposed
studies, the convex optimization problem is solvieg
water-filling algorithm. In [9], the nonlinear optization
problem is transformed into linear problem and sdhby
Linear Integer Programming (LIP). Even though aliogffort
is made to reduce the optimization complexity &f dynamic
resource allocation, the complexity is still gremtd the
proposed solutions are not suitable for implemeéatn
practical systems. In addition, these optimizat@oblems
assume a continuous objective function in contisumanvex
sets. In practice, optimization should considecalidinuous
sets of rates available for users.

A second approach for solving the scheduling prble
consists in dividing the problem into two sub-peyhk:
sub-carrier allocation and sub-carrier assignmerfihe
sub-carrier allocation problem consists in detemgnthe
number of sub-carriers to allocate to each useilewthe
sub-carrier assignment consists in assigning thelsecarriers
to users based on the results of sub-carrier dlotproblem.
Several algorithms have been proposed in this titirecin
[10-11], at least one sub-carrier is allocated doheuser (to

ensure fairness) and the remainder of sub-caigexkbocated
based on the normalized queue state of each userbf
dividing the queue state of the user by the ovepadlue state
of all users). The sub-carriers are then assigyeatthibuting

to each user the best current sub-carriers in arifized
manner (circular order). In [12-13], the authortedmine the
number of sub-carrier to allocate to each user gusin
algorithm that balances the trade off between liampel state
information and the packet delay information. Thb-sarrier
assignment problem is solved by an algorithm thanitors
the violations of the maximal delay in all queuexl &y
dividing the violations occurrences among all usérg13],
another sub-carrier assignment algorithm based hn t
exponential rule is also used.

A third approach for solving the scheduling probleomsists
in merely adapting the TDMA-based discipline fonaduling
traffic over time varying channels to the case of
OFDMA/TDMA resource allocation problem. In othernds,

it consists in using the same criterion of TDMA adhling
discipline on each sub-carrier. In [14], a MultiHger
Proportional Fair (called MPF) scheduling is progmhsit
consists in allocating each sub-carrier to the tiserhighest
sub-carrier quality (in bit rate) relative to iteesage achieved
rate. In [15], a similar algorithm is used where sub-carrier
is allocated to the user having the best sub-carimlity
relative to the ratio between the average achieatdand the
required bit rate. Other TDMA discipline schedulisgch as
exponential rule proposed in [16], can be adapigdRDMA
system by considering the instantaneous rate orh eac
sub-carrier. Note that this class of frequency dalieg needs
in general a joint implementation of the AMC antiextuling
procedures.

In this paper, two scheduling disciplines are psmuband
compared. The first scheduler relies on the seadass of
dynamic resource allocation described above by @diog
sub-carrier allocation procedure from sub-carrggignment.
The sub-carriers allocation and assignment proesdare
novels. This scheduler decouples also the scheagulin
procedure from AMC which results in lower implemeitn
complexity. The second scheduler proposes a joint
implementation of the scheduling and AMC procedurgs
updating the user’s effective CQI and MCS at eathaarrier
assignment. This scheduler can be seen as a pém third
dynamic resource allocation class.

Ill.  PROPOSED SCHEDULERS
In this section, the schedulers proposed in thigepare
described.

A. Scheduler 1

This scheduler divides the resource allocation lgrabinto
two procedures: chunks allocation and chunks assgh
The chunks allocation procedure determines the eurob
chunks to allocate to each user based on the tastous
channel conditions and user’s average achievedFatethis,
the scheduler proceeds as follows:



LetCQI” be the channel quality indicator floth user on the
£-th chunk. The scheduler evaluates the effectivé BQDI
of each user from the CQI values of all chunks. The
corresponding bit rat&ff rate, to this effective CQI is then
determined by attributing a given MCS to the usEmis
effective rate represents the user bit rate as wdiehe
chunks are attributed to the userRlfis the average achieved
bit rate ofk-th user at given timg(NB: time index is omitted
for the sake of clarity)Rqmin iS the minimum bit rate required
by usetk andL is the total number of chunks, the numbgof
chunks to allocate to uskiis then determined as:

L, = R |
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Wherel .| denotes the integer part. The-3'L, remainder
k=1
chunks are then allocated to the users that hawémum
number of allocated chunks. This increases the degree of
fairness of the scheduler. If two or more usersehhie same
number of chunks, these users are classified byedsed

order of their ratioR'ﬂ. The remainder chunks are then

allocated one by one as follows:

While number of remaining chunks > 0
Find userk for which L, is minimum;
If several users have the same minimurh,
Find userk that hasL, minimum
and minimum ratio Ry .n/Ry;
End (of If)
L, =L, +1;
End (of While)

Once the number of chunks to allocate to userstisrghined,
the chunks assignment procedure allocates thercallyshe

chunks to users. Several algorithms can be usethiin
procedure (e.g. Max C/I, etc.). In order to balatheetrade off
between the fairness and cell throughput, we p®poghis

paper to use the following algorithm that classifiee chunks
for all the users in decreased order of their ratio

cqi! cqi !
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Thus, for each chunk the algorithm starts by classifying the
users by decreased order of their ratio given )n TBen, it
constructs a matrix o rows andK+2 columns. The first
column contains the maximum value of (2) with maxim
taken over the users, the second column contamshhnk
indexes, and thK-th other columns contain the users indexes

classified by decreased order of their ratios {2 table is
then sorted by decreased order of the values diffheolumn.

The scheduler starts with the first element ofgbeed table,
thus by the chunk that has the maximum elementenfitst

column of the table, i.e. the chunk with the maximover the
chunks of the maximum over the users of the rati@). It

attributes this chunk the user that achieves tlagimum, i.e.

the user that has its index in the third columtheftable. If the
number of chunks to allocate to this user (deteechiby the
chunk allocation procedure) is already reachedsteduler
moves to the next user in table, i.e. the usertthgits index in
the fourth column in the table and so on untittadi chunks are
allocated to the users. The following algorithmisdription

gives better understanding of the algorithm:

Fork=1to K

L_assigned k) = 0;

% L_assigned(k) is the number of chunks assignedék
End (of For k)

Fori=1toL
user_index = Table(i,3);
chunk_index = Table(i,2);
=3
If L_assigned(user_index) = = L_allocated(userindgx
j=j+1;
user_index = Table(i,j);
% if the number of assigned chunks is equal tathmber
determined by the chunks allocation procedure, ween
to the next users.
End (of If)
Assign chunk(chunk_index) to user(user_index);
% assign the chunk that has chunk_index to thethaehas user_indek
End (of For i)

After assigning all the chunks to the users, tifecti’e CQI of
each user is evaluated and a corresponding MCS with
maximum instantaneous ratg is selected. The average
achieved rate of thieth user is then updated for scheduling at
timet+1 as giving below:

Rk[t+1]:(1—§ja[t1+§rk[t] @

Wheret. is a smoothing average factor generally set t@®100

B. Scheduler 2

The second scheduler proposed in this paper censist
adapting a TDMA scheduling discipline to OFDMA syt
This scheduler needs a joint use of chunk assighmaed
AMC procedures. The scheduler allocates the chahkmet
in such a way to maximize the following utility fction:

i

K
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Wherer, and R, are respectively the instantaneous rate and
average achieved rate of usét at timet. For the sake of
simplicity, we omit the time indet It is important to note that
this scheduler is somehow equivalent to the praopaat fair
scheduler with adaptation to OFDMA system sincearban
one user can be served at timeThis scheduler can be
implemented as follows:

» Classify the chunks in a decreased order similarlgs in the
chunks assignment procedure of the previous scheaul

» Start with the first chunk, and assign the chunk tathe user
that maximizes the utility function defined above.

» Move to the next chunk, evaluate the effective CQif each
user and attribute a MCS to the user (based on therevious
allocated chunk and the current chunk). Since thewrent
chunk can be allocated to one of thK users,K possible values
of the utility function are evaluated. The chunk isthen
allocated to the user that maximizes the utility faction.

» Repeat this procedure for the other Il — 2) chunks. For each
chunk, K possible values of effective CQI and user’s rate ar
evaluated and the chunk is assigned to the user thanaximizes
the utility function.

As someone can remark, the AMC procedure is indui¢he
scheduling algorithm. Once all the chunks are assigthe
instantaneous rate of each user is evaluated andvitrage
achieved rate of user k is updated using equafipn (

IV. PERFORMANCE EVALUATON
Figure 1 gives a basic flowchart of the Monte-Cagtstem
level simulator used for evaluating the performarnufe
proposed schedulers.

‘ Initialization ‘
¥
‘ Start with snapshot = 1 ‘

Evaluate UEs and
NBs rates statistics

!

) lllustration
Calculate UEs to NBs path gains ‘ l

End

Create UEs in the service area ‘

statistics

Assign UEs to NBs ‘
¥

Store results for ‘

Start with TTI = 1 |

Deduce UESs' rates
over all TTls

Evaluate CQlIs at all active UEs ‘
¥

‘ Assign chunks to UEs at each NB ‘
¥

‘ Deduce UESs’ instantaneous rates ‘

Figure 1: Flowchart of Monte-Carlo system levelsliator used
for performance evaluation.

Before starting Monte-Carlo simulation, an initzalion
phase sets all parameters related to both linlsgstgm levels,
mainly, OFDMA physical layer configuration, smaitate
fading, cellular layout, antennas and transmispmner, large
scale fading, total number of users, and QoS efil

Then, a first loop starts on the number of snapshit
each snapshot, the UEs positions are generatecrmraynd
within the service area following a uniform distriton. The
multi-cellular environment is simulated with wrapand
technique thus enabling collection of results fralirNode Bs
within the main cluster without bias caused by dwtder
effects. The path gains between all UEs and all higsthen
calculated. Path gain is the large scale fadingpmorant and it
includes both distance decay and shadowing effidetet, UEs
are assigned to NBs according to maximum pathagégrion,
i.e. a UE is assigned to the NB to which it hasrtfeximum
path gain. No macro-diversity handover is assuriibd.main
parameters of the system level simulation are gexlin table
1.

Next, a new loop starts on the number of TTls.atreTTlI,
the CQI over each chunk is evaluated for eachadtiiZ. The

CQI value atn-th TTI associated witli-th chunk fork-th
active UE connected tpth NB is determined as follows:

Rq(/ kq‘hkq/[n]‘
iF;;)((Gb +p0)

b=1,b#q

®)

WhereP, is the power transmitted dyth NB on /-th
chunk, G is the path gain betwednth NB andk-th UE
connected tarth NB, P,\” is the receiver noise power over
¢-th chunk, andQ is the number of NBs in the main cluster.
The coefficienthkyq(q'”)[n] is representative of the fast fading
affecting ¢-th chunk an-th TTI for the channel betwedath
UE connected tg-th NB and servingl-th NB.

In (5), it should be pointed out that channel deifhts and
interference plus noise level are assumed to begilsrknown.
Furthermore, interference is assumed to come ordyn f
interfering NBs, i.e. we don't take into accounteifierence
that may result from the use of multiple antennidkeaserving
NB, and we only consider the interference levebhuerage
with respect to the fast fading for the channelswben
interfering NBs and interfered UE.

After evaluating the CQI values for all chunks aait
active UEs, dynamic scheduling is performed forigassg
chunks to UEs at each NB. The scheduling algorithms
described in previous section are implemented. Next
scheduling, the UEs instantaneous rates for theémapt
allocation are outputted for the purpose of pertomoe
analysis. The instantaneous ratenath TTI for k-th UE
connected tg-th NB is obtained as:



o] = MaXD, s (1~ BLER o5 (ECQU  [n] )

WhereECQI 4[] is the equivalent or effective CQI for the
chunks allocated akth TTI tok-th user connected tpth NB,
BLERycs is the Block Error Rate achieved with modulation
and coding schemiICS, andDycs is the MCS transmission
rate. Equation (6) reflects Adaptive Modulation a@dding
(AMC). Indeed, we assume a given number of mociadind
coding schemes and the MCS used is that achigvingighest
instantaneous rate for the given chunks allocation.

There are several forms for combining a given $&Q@lI
values into one scalar effective CQIl. Most advanfmeths
have been derived from performance analysis ott@nel
decoder. The most commonly used form in the stitieeoart
is the Exponential Effective form. It is given y7]:

ECQIkz—ﬁIog( iex C’([?I D (7
kl—l

Wheregis a calibration factor dependent on the MCS used
and on the codeword length, hence on the nuinb&rchunks
allocated to the given UE. The advantage of theoeeptial
effective CQI form lies in its capability of accdinyg properly
for the selectivity of CQI values for predictionin§tantaneous
BLER. The BLER is directly predicted from exponehti
effective CQI through a look-up table (LUT) specifo the
MCS used and the codeword length. The LUT is mettedy
mapping between BLER and Signal to Noise Ratio (Bdier
an Additive White Gaussian Channel (AWGN). It isabed
through link level simulations.

When the maximum number of TTIs is reached, the
simulator stores the UES’ rates averaged over H.TThen,
another snapshot starts, and so on and so forihreathing
the maximum number of snapshots. Then at the drel, t
simulator outputs some statistics like for instanamulative
distribution function (CDF) of UEs’ and NBs’ rates.

V. NUMERICAL RESULTS

In order to compare between the performances of the
proposed schedulers, we depict in figure 2 the Caiive
Distribution Function (CDF) of the user’s averaghiaved bit
rate. This CDF allows measuring the trade off betwirness
and throughput since it shows the variation of tlser's
achieved rate around its average value. Figur@®sklearly
that scheduler 1 achieves better trade off betigiemess and
throughput than scheduler 2. The cell throughpusétheduler
1 is around 14Mbps whereas it does not exceed 9Nthps
scheduler 2. Scheduler 2 achieves better fairnéss t
scheduler 1 but as one can see in figure 2 thegearser’s bit
rate is much lower for scheduler 2 than for schedil

Besides, scheduler 1 has a less implementationlegityp
than scheduler 2 since it does not need joint implgation of
AMC and scheduling as we have explained througttaist
paper.

More performance results for these schedulers béll
presented in the final paper. The average and Gitreaiser’

throughput according to the user distance fronbtse station
will be provided. The percentage of MCS use accgrd the
user-base station distance will be presented Mlece figures
on the cell capacity/coverage will be provided ai.w

Parameter description Value
Cellular Layout Hexagonal grid, 19 sites
Inter-site distance (ISD) 1000 m
Carrier frequency 2.0 GHz
Bandwidth 10 MHz
TTI 1ms
Number of considert 14
mobiles per cell
Link to System interface EESM
Traffic model FTP
Total node B power 43dBm
Antenna plus loss cable 14dBi
e nTS*iErma' noise  POW 174 dBm/Hz in 10MHz

Table 1: Main parameters of the system level sitiara

14 users in the cell, FTP traffic

—S— Scheduler 1

0lFf-7-——————F—— 57— —~ —+— Scheduler 2 |

1 1 1 1
1000 1500 2000 2500 3000 3500 4000 4500 5000
rate (Kbps))

Figure 2: CDF of the user’s achieved bit rate



VI. CONCLUSION

This paper provides analysis of the frequency-time
scheduling technique in OFDMA system. Two novels
schedulers that try to balance the trade off faisrand capacity
are proposed. The first scheduler divides the sdhey
problem into chunks allocation and chunks assighmen
procedures. The chunks are assigned to users loas#ie
instantaneous chunk’s CQI and user’s average tat fiehis
scheduler has a simple implementation since AM@rtiegie
is used once after the chunks assignment. The decon
scheduler assumes a joint implementation of AMC and
scheduling. This scheduler allocates the chunksé¢os based
on a utility function that depends upon the usieissantaneous
and average bit rates. This scheduler has a maonplmated
implementation than the first scheduler. Systemellev
simulations show that the second scheduler ressutisosting
the fairness between users but at the expensegbf dell
throughput loss (loss of 35%). Consequently, thest fi
scheduler achieves a better trade off between efsérrand
capacity than the second scheduler with low impleateon
complexity cost.
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